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## I. INTRODUCTION

The thermal convection in rotating, self-gravitating, internally heated fluid spheres or spherical shells is a classical problem in fluid mechanics, with clear applications to Astrophysics and Geophysics. It models the hydrodynamic behavior of the liquid or gaseous spherical objects, internal fluid cores or layers of planets or stars. The sources of internal heating can be thermonuclear reactions, as happen in the massive stars of the main sequence, or the secular cooling down of a liquid metallic core, as seems to happen, for instance, in Venus or Mars. The information obtained from such simplified models has been used to try to understand the origin of the patterns observed in the atmospheres of planets and the surface of the Sun, and the generation of magnetic fields by dynamo effect in the interior of celestial bodies.

A first simplification consists in considering a single fluid, instead of a mixture, with homogeneous properties except in the term responsible of the buoyancy forces, in which the density is considered to be proportional to the temperature. This is the so called Boussinesq approximation. In this framework the system depends on three main non-dimensional parameters, the Prandtl number, Pr, which is the ratio of the momentum to the heat diffusion and characterizes the type of fluid, the Rayleigh number, Ra, which is proportional to the amount of heat released into the fluid per unit time and measures the intensity of the buoyancy forces driving the convection, and the Ekman number, Ek, which measures the ratio of the momentum diffusion to the Coriolis force. This inertial force appears when the equations are written in a rotating frame of reference moving with the bulk of the fluid. In the case of a shell the ratio of the inner to the outer radius, $\eta=r_{i} / r_{o}$, has also to be considered. In this article some references will be made to simulations for very low $\eta$, which mimic the full sphere, but this will not be one of the parameters taken into account because it focuses on spheres. Another parameter is the Froude number, Fr, which measures the ratio of the centrifugal to the gravitational forces. It is relevant to astrophysical problems when the rotation is so large that the spherical approximation is not valid and the fluid adopts the shape of an ellipsoid in hydrostatic equilibrium (see, for instance, [1]). It will not appear in our formulation because it is very small for most planets and stars.

The values of some of the parameters in realistic conditions are extreme. Estimations of Ek for the outer Earth's core, Jupiter's atmosphere, and cold neutron stars, for instance,
54 are of order $10^{-15}, 10^{-8}$, and $10^{-10}$, respectively $[2,3]$. The estimated values of $\operatorname{Pr}$ go from ${ }_{55}$ moderate, $\mathcal{O}\left(10^{-1}\right) \leq \operatorname{Pr} \leq \mathcal{O}(1)$, for gases to low, $\mathcal{O}\left(10^{-3}\right) \leq \operatorname{Pr} \leq \mathcal{O}\left(10^{-1}\right)$, for liquid 56 metals. The extreme values of Ek give rise to large values of Ra. For instance, its critical ${ }_{57}$ value for the onset of the thermal Rossby waves, arising for moderate and large Pr, grows 5 according to the power law $\mathrm{Ra}_{\mathrm{c}} \sim \mathrm{Ek}^{-4 / 3}[4-6]$.
Boundary conditions must be added to close the problem. For the velocity field a common assumption is considering the flow at rest at the boundaries in the frame rotating with the walls of the fluid (non-slip boundary conditions), for example in the case of a spherical shell in contact with an inner solid core and an outer solid or plastic layer (as in the outer Earth's core, for instance). Another option is considering impenetrable walls (zero normal velocity), without tangential forces (stress-free boundary conditions). This is a first approximation of a free external surface (as in a gaseous star, for instance). For the temperature it is common to consider perfectly conducting walls at constant temperature, i.e., a Dirichlet condition. ${ }_{67}$ In this case the heat released to the exterior is proportional to the radial derivative of the 8 temperature. It is also possible to enforce some kind of radiation condition with a heat flux proportional to the temperature (Robin condition) or to its fourth power (Stefan-Boltzmann law). In this article impenetrable, stress-free, and perfectly conducting boundary conditions will be used. With all the above settings there is always a solution of the Navier-Stokes and temperature equations, with the fluid being at rest in the rotating frame, and the temperature depending only on the radius. This is the so-called conduction state since the heat transport is due only to thermal conduction.
Several approaches can be used to study the fluid flows in this setup. Direct numerical simulations (DNS), performing time integration of the evolution equations for the velocity and temperature (and eventually the magnetic field), allow obtaining the fully developed flows to compute statistics or averages of global properties, pictures of the patterns of convection, and the induced magnetic fields [7-13]. Realistic values of the parameters cannot be reached because of the computational cost. The estimation in [14] for the simulation of the geodynamo at $\mathrm{Ek}=10^{-9}$, using very efficient spectral methods, predicts that it would take 13000 days using 54000 processors to integrate a unit of the magnetic diffusion time. ${ }_{83}$ The lowest Ek reached in simulations without the magnetic field are, for instance, $10^{-6}$ 4 with $\operatorname{Ra}=\mathcal{O}\left(10^{9}\right)$ and $\operatorname{Pr}=\mathcal{O}(1)[15]$, or $10^{-8}$ with $\mathrm{Ra}=\mathcal{O}\left(10^{10}\right)$ and $\operatorname{Pr}=\mathcal{O}\left(10^{-2}\right)$ [9], 85 although in the latter case hyperviscosity was used. Extrapolations to small Ek from the
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simulations for feasible values have been performed in some of the articles cited. In any case the information obtained has been useful to the knowledge of the problem. On the other side, studying the onset of convection with time evolution codes can be very inefficient since large transients are present, and the multiplicity of nearby bifurcations for low Ek can make it very tricky.
Another possibility is to study the transitions from the conduction state by means of double asymptotic limits ( $\mathrm{Ek} \ll 1$ and $\mathrm{Pr} / \mathrm{Ek} \gg 1$, or $\mathrm{Ek} \ll 1$ and $\mathrm{Pr} / \mathrm{Ek} \ll 1$ ) or more recently just for $\mathrm{Ek} \ll 1$ under a few assumptions [4, 5, 16-21]. Scaling laws for the critical Ra at the onset of convection, the frequency and the preferred azimuthal wave number of the bifurcated longitudinal waves have been obtained in this way.
A third way is to study the sequence of bifurcations from the conduction state to complex flows (quasiperiodic or temporally chaotic) using continuation techniques to find the dependence with the parameters of the solutions (steady or periodic), and checking their stability to find the subsequent transitions. This methodology based on using dynamical systems tools has been adopted here, and has been used in the past by many authors to track branches of equilibria, periodic orbits, loci of bifurcations of both objects, and even invariant tori and unstable manifolds of periodic orbits, in several problems in Fluid Mechanics; in particular in the Taylor-Couette problem [22-25], and in convection is spheres and spherical shells [26-29]. See also [30-34].
The solutions that appear when the conduction state loses stability can be classified in terms of their symmetries and temporal dependence. The system of partial differential equations (PDEs) governing the fluid is equivariant under the group $S O(2) \times Z_{2}$, generated by the rotations about the axis of the sphere and the equatorial reflection. Since the linearized problem about the conduction state is not self-adjoint, the first bifurcation leads generically to periodic regimes. In the most common case, first found in [4], the onset of convection gives rise to rotating azimuthal waves of a non-zero wave number, $m$, which are symmetric relative to the equatorial reflection. Since the problem depends on several parameters with wide ranges, the rest of possibilities can also be preferred. The transition to non-axisymmetric equatorially antisymmetric longitudinal waves, as was assumed in [17], was found in [35] for spherical shells with $\eta=0.4, \operatorname{Pr}=0.01, \mathrm{Ek}<10^{-5}$, and $m$ between 14 and 16. The so-called torsional periodic modes of convection, axisymmetric $(m=0)$ and equatorially antisymmetric, were found numerically in the case of rotating fluid spheres for $\operatorname{Pr} \ll 0.01$ at
low Ek when $\operatorname{Pr} / \mathrm{Ek}=\mathcal{O}(10)$, and with isothermal and stress-free boundary conditions [36]. Their existence was confirmed by using asymptotic methods [37]. It was also proved there that the torsional modes are never preferred with non-slip boundary conditions. After these results, the nonlinear dynamics of these flows was studied [38] for $\operatorname{Pr}=0.01, \mathrm{Ek}=10^{-3}$, by means of time integration in a spherical shell of very small radius ratio $\eta=0.001$, finding a latitudinal propagation of the patterns of convection, and the loss of stability of the axisymmetric solutions very close to their onset. The non-linear torsional solutions and the bifurcated quasiperiodic and chaotic regimes were also found when the axisymmetry is enforced [39]. Very recently a detailed study of the three-dimensional flows also in a spherical shell with $\eta=0.01$, and for $\operatorname{Pr}=10^{-3}$ and $\mathrm{Ek}=10^{-4}$ was performed in [40] for a large range of Rayleigh numbers. Mixed dynamics in which nonlinear superpositions of the torsional solutions and azimuthal waves were observed. This leads to meandering motions of the spots of kinetic energy near the surface of the sphere. Different sequences of stable states of convection with different symmetries were identified and described from the onset of the oscillations to the temporally chaotic dynamics. It was seen that a remnant of it is present even at large Ra up to temporal chaos. It was also found, just by simulations, that the Neimark-Sacker bifurcation from the periodic torsional solutions leads to an azimuthal wave number $m=2$. This happens very close to the onset of convection after very long transients, and therefore the exact value of the critical Ra was difficult to obtain. Moreover, since those computations were for a spherical shell with a very small core, it was not clear that the same instability was to be found in the case of the full sphere. In addition it was difficult to understand the sequence of bifurcations found there due to the proximity to each other.

The aim of this article is to study the transitions to azimuthal dependence from the axisymmetric solutions of convection in a rotating fluid sphere, uniformly heated from the interior, and with isothermal and stress-free boundary conditions. Several pairs of parameters ( $\mathrm{Pr}, \mathrm{Ek}$ ) are selected covering the full region, computed in [41], in which the torsional solutions are the preferred flows after the outset of convection from the conduction state. It includes from liquid metals to gases. In contrast to previous studies, the periodic solutions are calculated by using a continuation method, and their stability is analyzed. Consequently, the critical points where the quasiperiodic solutions arise are determined with a precision that it is impossible to achieve just with numerical simulations. The critical Ra, wave num-
ber, and new frequencies at the secondary bifurcation are computed, and some features of the eigenfunctions are described. As seen in this article, the transitions separate when Ek is greater than that used in [40], and it is expected that this will help to have a better view of the possible sequences of solutions leading to complex flows.

The rest of the paper is organized as follows. The formulation of the problem is established in Section II, and the numerical methods used are briefly described in Section III. Section IV summarizes some previous results on the determination of the region where the torsional solutions are preferred, and Section V presents the main results on their continuation and stability to azimuthal dependence. Finally, Section VI includes some conclusions and remarks.

## II. FORMULATION OF THE PROBLEM

The thermal convection of a rotating and uniformly internally heated fluid sphere is considered. A radial gravity $\mathbf{g}=-\gamma \boldsymbol{r}$, with $\gamma>0$, is assumed corresponding to a uniform density. The surface is supposed to be at a constant temperature $\mathrm{T}_{o}$. The Boussinesq approximation of the mass, momentum and energy equations is written in the rotating frame of reference of the sphere. The centrifugal force is neglected since $\Omega^{2} / \gamma \ll 1$ in the major planets and stars, $\Omega=\Omega \hat{e}_{z}$ being the constant angular velocity. Moreover, the density is also considered as constant in the Coriolis term.

To write the equations in non-dimensional form the following scales are considered: the radius of the sphere, $r_{o}$, for the distance, a viscous time, $r_{o}^{2} / \nu$, and $\nu^{2} / \gamma \alpha r_{o}^{4}$ for the temperature. The physical constants in these expressions are the kinematic viscosity, $\nu$, and the thermal expansion coefficient $\alpha$.

In the Boussinesq approximation the dependence of the density of the fluid with the temperature is only considered in the buoyancy term, and then the divergence-free velocity field can be written in terms of toroidal and poloidal scalar potentials [16], i.e.,

$$
\boldsymbol{v}=\boldsymbol{\nabla} \times(\Psi \boldsymbol{r})+\boldsymbol{\nabla} \times \boldsymbol{\nabla} \times(\Phi \boldsymbol{r}) .
$$

The equations for $\Psi$ and $\Phi$ are the radial components of the curl and double curl of the Navier-Stokes equations. That for the temperature is written for the perturbation of the conduction state $\boldsymbol{v}=\mathbf{0}$ and $\mathrm{T}_{c}(r)=\mathrm{T}_{o}+\left(q / 6 \kappa c_{p}\right)\left(r_{o}^{2}-r^{2}\right), q$ being the rate of internal as
respectively. required. reflection, $\mathcal{R}_{e q}$, defined by
where $\boldsymbol{r}$ is the position vector, $\boldsymbol{\omega}=\boldsymbol{\nabla} \times \boldsymbol{v}$ is the vorticity, $\Theta(r, \theta, \varphi)=\mathrm{T}(r, \theta, \varphi)-\mathrm{T}_{c}(r)$ is the temperature deviation from the conduction state and $(r, \theta, \varphi)$ are the spherical coordinates, $\theta$ measuring the colatitude and $\varphi$ the longitude. The operators $\mathcal{L}_{2}$ and $\mathcal{Q}$ are defined as $\mathcal{L}_{2}=-r^{2} \Delta+\partial_{r}\left(r^{2} \partial_{r}\right)$ and $\mathcal{Q}=r \cos \theta \Delta-\left(\mathcal{L}_{2}+r \partial_{r}\right)\left(\cos \theta \partial_{r}-r^{-1} \sin \theta \partial_{\theta}\right)$.

The non-dimensional parameters are the Rayleigh, Prandtl and Ekman numbers, defined

$$
\begin{equation*}
\operatorname{Ra}=\frac{q \gamma \alpha r_{o}^{6}}{3 c_{p} \kappa^{2} \nu}, \quad \operatorname{Pr}=\frac{\nu}{\kappa}, \quad \text { and } \quad \mathrm{Ek}=\frac{\nu}{\Omega r_{o}^{2}}, \tag{4}
\end{equation*}
$$

Impenetrable, stress-free, and constant temperature boundary conditions are considered, i.e., $\Phi=\partial_{r r}^{2} \Phi=\partial_{r}(\Psi / r)=0, \Theta=0$ at $r=r_{o}$. At $r=0$ just regularity conditions are

The system (1)-(3) with the above boundary conditions is invariant under the group $S O(2) \times Z_{2}$ generated by the rotations about the axis of the sphere, $\mathcal{R}_{\varphi_{0}}$, and the equatorial

$$
\begin{aligned}
\mathcal{R}_{\varphi_{0}}\left(v_{r}, v_{\theta}, v_{\varphi}\right)(t, r, \theta, \varphi) & =\left(v_{r}, v_{\theta}, v_{\varphi}\right)\left(t, r, \theta, \varphi-\varphi_{0}\right), \\
\mathcal{R}_{\varphi_{0}} \Theta(t, r, \theta, \varphi) & =\Theta\left(t, r, \theta, \varphi-\varphi_{0}\right), \\
\mathcal{R}_{e q}\left(v_{r}, v_{\theta}, v_{\varphi}\right)(t, r, \theta, \varphi) & =\left(v_{r},-v_{\theta}, v_{\varphi}\right)(t, r, \pi-\theta, \varphi), \\
\mathcal{R}_{e q} \Theta(t, r, \theta, \varphi) & =\Theta(t, r, \pi-\theta, \varphi),
\end{aligned}
$$

## III. NUMERICAL METHODS

To obtain the numerical solutions, $\Phi, \Psi$ and $\Theta$ are expanded in a triangular truncated spherical harmonic series up to a maximum degree and order $L$ as

$$
X(r, \theta, t)=\sum_{l=0}^{L} \sum_{m=-l}^{l} X_{l}^{m}(r, t) Y_{l}^{m}(\theta, \varphi),
$$

where $X$ represents any of them, $Y_{l}^{m}$ being the spherical harmonics, normalized as

$$
Y_{l}^{m}(\theta, \varphi)=\sqrt{\frac{2 l+1}{2} \frac{(l-m)!}{(l+m)!}} P_{l}^{m}(\cos \theta) e^{i m \varphi}=\tilde{P}_{l}^{m}(\cos \theta) e^{i m \varphi}
$$

for $l \geq 0$ and $-l \leq m \leq l, P_{l}^{m}(\cos \theta)$ being the associated Legendre functions of degree $l$ and order $m$. The potentials are determined up to the addition of a radial function. This is solved by taking $\Phi_{0}^{0}=\Psi_{0}^{0}=0$. In order to find axisymmetric solutions, all the derivatives $\partial_{\varphi}$ are taken as zero in all the equations, and the expansions are reduced to

$$
X(r, \theta, t)=\sum_{l=0}^{L} X_{l}^{0}(r, t) \tilde{P}_{l}^{0}(\cos \theta) .
$$

The equations for the amplitudes of the expansions in the general case, required to compute the stability of the axisymmetric flows, are

$$
\begin{align*}
\partial_{t} \Psi_{l}^{m} & =\mathcal{D}_{l} \Psi_{l}^{m}+\frac{1}{l(l+1)}\left[\frac{2}{\mathrm{Ek}}\left(i m \Psi_{l}^{m}-[Q \Phi]_{l}^{m}\right)-[\mathbf{r} \cdot \nabla \times(\boldsymbol{\omega} \times \boldsymbol{v})]_{l}^{m}\right],  \tag{5}\\
\partial_{t} \mathcal{D}_{l} \Phi_{l}^{m} & =\mathcal{D}_{l}^{2} \Phi_{l}^{m}-\Theta_{l}^{m}+\frac{1}{l(l+1)}\left[\frac{2}{\operatorname{Ek}}\left(i m \mathcal{D}_{l} \Phi_{l}^{m}+[Q \Psi]_{l}^{m}\right)\right. \\
& +\left[\mathbf{r} \cdot \nabla \times \nabla \times(\boldsymbol{\omega} \times \boldsymbol{v}]_{l}^{m}\right],  \tag{6}\\
\partial_{t} \Theta_{l}^{m} & =\operatorname{Pr}^{-1} \mathcal{D}_{l} \Theta_{l}^{m}+\operatorname{Pr}^{-1} l(l+1) \operatorname{Ra}_{l}^{m}-[\boldsymbol{v} \cdot \nabla \Theta]_{l}^{m}, \tag{7}
\end{align*}
$$

for $0 \leq l \leq L$ and $-l \leq m \leq l$, and where $\mathcal{D}_{l}=\partial_{r r}^{2}+(2 / r) \partial_{r}-\left(l(l+1) / r^{2}\right)$, and the symbol $[f]_{l}^{m}$ means the coefficient multiplying $Y_{l}^{m}$ in the spherical harmonic expansion of an arbitrary function $f$. The coupling between different degrees, $l$, is through the nonlinear terms and the linear operator $Q$ since

$$
[Q f]_{l}^{m}=-l(l+2) c_{l+1}^{m} D_{l+2}^{+} f_{l+1}^{m}-(l-1)(l+1) c_{l}^{m} D_{1-l}^{+} f_{l-1}^{m},
$$

with $D_{l}^{+} f=\partial_{r} f+l f / r$, and $c_{l}^{m}=\left[\left(l^{2}-m^{2}\right) /\left(4 l^{2}-1\right)\right]^{1 / 2}$. In the case of the order, $m$, it is only due to the quadratic terms (the rightmost in every equation).

The linearization of Eqs. (5)-(7) about an axisymmetric solution giving rise to a velocity field $\boldsymbol{v}_{a}$, a vorticity $\boldsymbol{\omega}_{a}=\nabla \times \boldsymbol{v}_{a}$, and a deviation of the temperature $\Theta_{a}$ consists only in replacing the three quadratic terms by

$$
\begin{array}{r}
{\left[\mathbf{r} \cdot \nabla \times\left(\boldsymbol{\omega}_{a} \times \boldsymbol{v}+\boldsymbol{\omega} \times \boldsymbol{v}_{a}\right)\right]_{l}^{m},} \\
{\left[\mathbf{r} \cdot \nabla \times \nabla \times\left(\boldsymbol{\omega}_{a} \times \boldsymbol{v}+\boldsymbol{\omega} \times \boldsymbol{v}_{a}\right)\right]_{l}^{m},} \\
{\left[\boldsymbol{v}_{a} \cdot \nabla \Theta+\boldsymbol{v} \cdot \nabla \Theta_{a}\right]_{l}^{m},} \tag{10}
\end{array}
$$

respectively. Then the equations for different orders $m$ are no longer coupled. In this way the study of the linear stability of an axisymmetric solution separates into a collection of problems, one for each azimuthal wave number $m$. This is always the case in systems having an $O(2)$ or $S O(2)$ group of symmetries in one of the coordinates, with an initial solution invariant under the group.

The system of PDEs (5)-(7) is finally discretized in the radial direction to obtain a systems ordinary differential equations (ODEs). A collocation method on a Gauss-Lobatto mesh of $N+1$ points is used. The regularity conditions imply (see for instance [42]) that $X_{l}^{m}(r, t)=r^{l} Z_{l}^{m}(r, t)$, with $Z_{l}^{m}(r, t)$ even in $r$ and smooth. Therefore, if $l>0, X_{l}^{m}$ and its radial derivatives up to order $l-1$ must vanish at $r=0$, but we only enforce $X_{l}^{m}(r=0)=0$ if $l>0$ in the discretized radial differential operators, which include the boundary conditions at $r=r_{0}$. If $l=0$ the only additional condition is $\partial_{r} X_{0}^{0}(r=0)=0$. This is only needed for the temperature since $\Phi_{l}^{0}=\Psi_{l}^{0}=0$. It was shown in [43] that imposing only these conditions is enough to obtain consistent results for the linear stability analysis of the conduction state, avoiding several types of spurious modes. It can be checked a posteriori that the amplitudes satisfy accurately all the regularity conditions.

The system (5)-(7) for the axisymmetric solutions, i.e. only for the $m=0$ amplitudes, and discretized also in $r$, will be written as

$$
\begin{equation*}
\dot{\boldsymbol{u}}_{0}=\mathcal{L}_{0} \boldsymbol{u}_{0}+\mathcal{N}\left(\boldsymbol{u}_{0}, \boldsymbol{u}_{0}\right) . \tag{11}
\end{equation*}
$$

It is a set of real ODEs of dimension $(3 L+1)(N-1)$. The vector $\boldsymbol{u}_{0}$ contains the value of the amplitudes at the internal collocation nodes. The linearized equations about $\boldsymbol{u}_{0}$ for a single azimuthal wave number $m$ will be written as

$$
\begin{equation*}
\dot{\boldsymbol{u}}_{m}=\mathcal{L}_{m} \boldsymbol{u}_{m}+\mathcal{N}\left(\boldsymbol{u}_{0}, \boldsymbol{u}_{m}\right)+\mathcal{N}\left(\boldsymbol{u}_{m}, \boldsymbol{u}_{0}\right) . \tag{12}
\end{equation*}
$$

It is a set of complex ODEs of dimension $3(L-m+1)(N-1)$. The vector $\boldsymbol{u}_{m}$ contains the amplitudes of order $m$ of the spherical harmonic expansion at the internal collocation nodes.

The linear parts $\mathcal{L}_{m}$ depend on the three nondimensional parameters (4), and have a block-tridiagonal shape due to the operator $\mathcal{Q}$. The symbol $\mathcal{N}$ represents the quadratic operators coming from the advection terms in the equations. Due to the diffusion these systems of ODES are stiff, so they are integrated by means of the fully implicit LSODPK solver of the ODEPACK package [44] or by our own fifth-order semi-implicit method (IMEX), based on backward-differentiation-extrapolation formulas described, for instance in [45]. Since stressfree boundary conditions are applied, the three components of the angular momentum per unit mass, relative to an inertial frame of reference,

$$
\mathbf{L}(t)=\int_{V} \boldsymbol{r} \times \boldsymbol{v}(t, \boldsymbol{r}) d \boldsymbol{r}
$$

$V$ being to the volume occupied by the fluid, are constants of the movement, and the numerical methods must conserve them. This is done by adding a small body force correcting the possible deviations, as explained in the Appendix of [39]. This affects only the equations for $\Psi_{1}^{0}$ when $m=0$, and the real and imaginary parts of $\Psi_{1}^{1}$ when $m=1$ (see, for instance, [46]). There are other ways to proceed, as for instance, modifying the boundary conditions for these three radial functions.

The method to compute the periodic solutions of the system (11) was explained in [39]. Matrix-free continuation techniques are applied to the set of equations

$$
\begin{array}{r}
\boldsymbol{u}_{0}-\boldsymbol{\phi}_{0}\left(T, \boldsymbol{u}_{0}, p\right)=0 \\
g\left(\boldsymbol{u}_{0}, p\right)=0 \tag{14}
\end{array}
$$

for $\left(T, \boldsymbol{u}_{0}, p\right)$, where $T$ is the period, $p$ is a parameter of the problem that for the present calculations will be $p=\mathrm{Ra}$ (the other two will be kept fixed to several pairs of values), $\boldsymbol{\phi}_{0}(t, \boldsymbol{u}, p)$ is the solution of (11) with $\boldsymbol{\phi}_{0}\left(0, \boldsymbol{u}_{0}, p\right)=\boldsymbol{u}_{0}$, and $g\left(\boldsymbol{u}_{0}, p\right)=0$ is a phase condition to select just one point on each periodic orbit. It can be, for instance, the Poincaré condition $g\left(\boldsymbol{u}_{0}, p\right)=\dot{\boldsymbol{u}}_{0, \text { prev }} \cdot\left(\boldsymbol{u}-\boldsymbol{u}_{0, \text { prev }}\right)=0$, where $\boldsymbol{u}_{0, \text { prev }}$ is the point obtained on the previous computed periodic orbit, and $\dot{\boldsymbol{u}}_{0, \text { prev }}$ its tangent. The torsional solutions, $\boldsymbol{u}_{0}(t)$, are symmetric cycles, i.e., they satisfy $\boldsymbol{u}_{0}(T / 2)=\mathcal{R}_{e q} \boldsymbol{u}_{0}(0)$. Therefore, this spatio-temporal symmetry can be used to halve the integration time in the calculation of $\boldsymbol{u}_{0}$.
values of ( $\mathrm{Pr}, \mathrm{Ek}$ ) shown in Table I. The reason for choosing these values is explained later.

| $\operatorname{Pr}$ | Ek | $\operatorname{Pr} / E k$ | $\operatorname{Pr}$ | Ek | $\operatorname{Pr} / E k$ |
| :---: | :---: | :---: | :--- | :---: | ---: |
| $1 . \mathrm{e}-3$ | $1 . \mathrm{e}-4$ | 10.00 | 0.4 | $2.9498 \mathrm{e}-2$ | 13.56 |
| $1 . \mathrm{e}-2$ | $1 . \mathrm{e}-3$ | 10.00 | 0.5 | $3.5304 \mathrm{e}-2$ | 14.16 |
| $5 . \mathrm{e}-2$ | $5 . \mathrm{e}-3$ | 10.00 | 0.6 | $4.0796 \mathrm{e}-2$ | 14.70 |
| 0.1 | $9.275 \mathrm{e}-3$ | 10.78 | 0.7 | $4.6000 \mathrm{e}-2$ | 15.21 |
| 0.2 | $1.6705 \mathrm{e}-2$ | 11.97 | 0.8 | $5.1026 \mathrm{e}-2$ | 18.62 |
| 0.3 | $2.3328 \mathrm{e}-2$ | 12.86 | 0.9 | $5.5873 \mathrm{e}-2$ | 16.10 |

TABLE I. Pairs of parameters (Pr, Ek) used in the calculations.

To study the stability, the branches of periodic orbits are post-processed. The Floquet multipliers corresponding to several wave numbers $m$ are computed to detect either a Neimark-Sacker or other type of bifurcations. Since matrix-free Arnoldi or subspace methods are used, only the action of the monodromy matrix is required. This implies integrating the coupled systems (11), with initial condition $\boldsymbol{u}_{0}$, the solution of (13)-(14), and (12) with an arbitrary initial condition $\boldsymbol{u}_{m}(0)$. The leading (greater modulus) Floquet multipliers and the corresponding eigenfunctions are obtained. Details on these large-scale matrix-free methods for the cycles and their stability can be found in [47] or in the review on continuation methods for PDEs [48]. The same computations for the pairs $(\mathrm{Pr}, \mathrm{Ek})=\left(10^{-2}, 10^{-3}\right)$ and $(\operatorname{Pr}, \mathrm{Ek})=\left(10^{-3}, 10^{-4}\right)$ were first reported in [39], but only the secondary bifurcations to axisymmetric flows were studied. The subsequent quasiperiodic and chaotic flows, keeping the rotational invariance, were also described there.

The global data represented in the figures is the kinetic energy density, $k(t, r, \theta, \varphi)=$ $(\boldsymbol{v} \cdot \boldsymbol{v}) / 2$, averaged over the whole volume of the sphere, $V$, and over the period of the periodic orbits. The volume average, $K(t)$, turns out to be

$$
K(t)=\frac{1}{V} \int_{V} k(t, r, \theta, \varphi) d V=\frac{3 \sqrt{2}}{2 r_{o}^{3}} \int_{0}^{r_{o}} r^{2} k_{0}^{0}(r, t) d r
$$

where $k_{0}^{0}$ is the coefficient of order and degree 0 of the expansion of $k$ in spherical harmonics. Its time average is

$$
\bar{K}=\frac{1}{T} \int_{0}^{T} K(t) d t
$$

FIG. 1. (a) Surfaces of Hopf points corresponding to $m=0$ (middle surface, in green), retrograde $m=1$ waves (lower surface at the right, in dark violet) and prograde $m=1$ waves (upper surface at the right, in light violet), close to $(\mathrm{Pr}, \mathrm{Ek})=(0,0)$ in the three-dimensional parameter space. The conduction state is stable below the three surfaces. Their intersections are small portions of the double Hopf curves m01p, m01r (in red) and m1p1r (in green). They have also been projected onto the plane $\mathrm{Ra}=4 \times 10^{3}$. (b) Region inside which the first bifurcation is to axisymmetric solutions in linear scale, and (c) in logarithmic scale. The line $\operatorname{Pr} / \mathrm{Ek}=10$ is represented with a dashed black line.

$T$ being the period of the torsional solution. The time integral is approximated by the trapezoidal rule. From now $\bar{K}$ will be called mean energy, for simplicity.

The truncation parameters used for the present calculations are $(N, L)=(30,50)$. It was checked in [39] that the relative error for several global quantities, including $\bar{K}$, was below $10^{-4}$ when the resolution was changed from $(N, L)=(30,50)$ to $(N, L)=(40,60)$, for values of Ra higher than those used here.

## IV. SUMMARY OF PREVIOUS RESULTS.

Figure 1 summarizes the main results obtained in [41], which explain the selection of the parameters of Table I for the calculations of this study. Figure 1(a) shows the transition surfaces from the trivial conduction state to periodic axisymmetric solutions ( $m=0$, surface in green), and to azimuthal traveling waves with wave number $m=1$ (two surfaces in violet). For the values in this plot one of the latter corresponds to retrograde waves traveling westwards (dark violet), and the other to prograde waves traveling eastwards (light violet). The conduction state is stable below the envelope of the surfaces, and becomes unstable when it is crossed, generically at a Hopf bifurcation.

The region in the Pr-Ek plane into which the first transition is to axisymmetric solutions, when Ra is increased, and Ek and Pr are kept fixed, is shown in Fig. 1(b), and will be described, for short, as the $m=0$ region. It is bounded by the curves of double-Hopf points corresponding to simultaneous bifurcations from the conduction state to two different azimuthal wave numbers $(m=0, m=1)$ or $(m=0, m=2)$ (the surface for $m=2$ is not represented in Fig. 1(a)). The limiting curves are the projections of intersections of the surfaces. They are shown in the plane Ra $=4 \times 10^{3}$ of Fig. 1(a), in Fig. 1(b), and in Fig. 1(c) in logarithmic scale. The latter shows that for any $\operatorname{Pr}$ near zero there is always a non-empty interval of Ek contained in the $m=0$ region.

There are two double-Hopf curves for $(m=0, m=1)$ (in red in the figures and labeled as m01). Along the upper curve of Fig. 1(b) the transition to $m=1$ gives rise to retrograde waves, while in the lower they are prograde if $\operatorname{Pr}<0.7148$ and retrograde if $\operatorname{Pr}>0.7148$. The system solved for the double-Hopf points (Eqs. (3.4)-(3.9) in [41]) gives the critical frequencies corresponding to the bifurcations to $m=0$, which preserves the axisymmetry, and to $m=1$, which breaks it. The sign of the second frequency determines if the corresponding azimuthal wave is prograde or retrograde. The upper and lower curves join at a turning point at $\operatorname{Pr} \approx 1.18$. This is not shown here because it happens out of the region of interest. The last bounding segment is part of the curve of double-Hopf bifurcations ( $m=0, m=2$ ) (in blue and labeled as m02) (see more details in [41]).

Along the intersection of the two $m=1$ surfaces (in light green and labeled as m1p1r) two simultaneous Hopf bifurcations take place to waves traveling in opposite directions. This happens when the conduction state is already unstable to axisymmetric perturbations.

The projection of this curve onto the Pr-Ek plane is inside the $m=0$ region and for this reason it has been used just as a reference to select the pairs of values of (Pr, Ek) used in the calculations. The black dots in Figs. 1(b) and 1(c) correspond to the values in Table I. Those of $\operatorname{Pr}$ were taken equally spaced from 0.1 to 0.9 , and the cases $\operatorname{Pr}=10^{-2}$ and $\operatorname{Pr}=10^{-3}$, which were studied in the pure axisymmetric case in [41], were also included. The value $\operatorname{Pr}=0.05$ was also considered in order to have another point close to the transition to very low Pr. The associated values of Ek have been taken to have points very close to the m1p1r curve.

The line $\operatorname{Pr} / E k=10$ (dashed) has been added to Figs. 1(b) and 1(c). The computations in [36] and the theory in [37] predicted that along this line, and for low Pr, the first bifurcation of the conduction state leads to torsional solutions. It can be seen in Fig. 1(c) that this is the case below $\operatorname{Pr} \approx 0.22$.

## V. CONTINUATION AND STABILITY OF THE PERIODIC ORBITS.

In order to compute the curves of periodic orbits parameterized by Ra, for the pairs of values of (Pr, Ek) in Table I, it is necessary to find approximate initial conditions satisfying Eqs. (13)-(14). The real part of the eigenvector associated to the Hopf bifurcation at the critical Ra for the onset of convection, multiplied by a suitable factor can be used as an initial condition for $\boldsymbol{u}_{0}$, and the period can be taken as $T=2 \pi / \omega, \omega$ being the imaginary part of the eigenvalue. Another possibility is evolving Eq. 11 above, but close to the critical Ra, to reach a stable periodic orbit, and track the curve for lower and higher Ra. Both methods have been used here, but mainly the second for its simplicity. Figure 2(a) shows the continuations of periodic torsional solutions for constant values of Pr and Ek in red, solid when they are stable, and dashed after the first bifurcation. The mean energy, $\bar{K}$, is represented versus $\operatorname{Pr}$ and Ra . It is scaled by $\mathrm{Ek}^{-2}$ to make all the curves approximately of the same height because $K$ grows as $\mathrm{Ek}^{-2}$.

The transverse curves in Fig. 2(a) correspond to the onset of the cycles and the bifurcations to azimuthal wave numbers $m=0,1,2$ and 3 . Only these are shown for two reasons. In previous works [38, 40] transitions to $m=1$ and 2 were found for two pairs of small (Pr, Ek), so increasing values starting from $m=0$ up to $m=4$ have been studied. Moreover, when the transition to the latter takes place (always above that for $m=3$ and beyond


FIG. 2. (a) Curves of periodic orbits for the pairs of values of (Pr, Ek) of Table I (in red), solid/dashed when they are stable/unstable, and curves corresponding to the onset of the cycles (black, filled circles), and the bifurcations to $m=0$ (blue, empty circles), $m=1$ (green, filled squares), $m=2$ (brown, empty squares) and $m=3$ (magenta, crosses). (b) Projection of the bifurcation curves on the Pr-Ra plane. (c) Frequencies along the bifurcation curves of Fig. 2(b) using the same colors and symbols. The points of the curves for $m=0$ to 3 are not joined by lines for clarity. The added black lines with crosses and empty squares are those of $f_{1}$ and $f_{2}$ at the transition to azimuthal dependence, respectively. Their values are shown in Table II.
$381 \mathrm{Ra}=18000$ ), the periodic orbits have, at least, six unstable Floquet multipliers. Therefore, 382 it is difficult that higher wave numbers be relevant to this analysis.

It can be seen in Fig. 2(b) that the first bifurcation is to a wave number $m=2$ for $\operatorname{Pr} \in[0.22,0.69]$, approximately, and close to $\operatorname{Pr}=10^{-3}$, and to $m=1$ for $\operatorname{Pr} \in\left[10^{-2}, 0.22\right]$ and close to $\operatorname{Pr}=0.7$. The transition to $m=2$ for $\operatorname{Pr}=10^{-3}$ and $\mathrm{Ek}=10^{-4}$, giving rise to quasiperiodic flows, was found previously by time integration in the case of a spherical shell of a radius ratio $\eta=0.01$ (see second row of Fig. 5 in [40]). The results obtained here


FIG. 3. Curve of periodic orbits for $\operatorname{Pr}=0.7$ showing the decomposition of the kinetic energy into its symmetric and antisymmetric parts relative to the equatorial reflection.
confirm that the quasiperiodic dynamics comes from this bifurcation, and that it is not related to having a small core. With the new information about the secondary critical Ra, it is now sure that this bifurcation is subcritical. When Pr goes to zero all the transitions to quasiperiodicity accumulate close to the first from the conduction state. For instance, for $\operatorname{Pr}=10^{-3}$ the onset of convection occurs at $\mathrm{Ra}=7637$, and the bifurcations to $m=2,1$, 3 , and 0 at $\mathrm{Ra}=7658,7818,7886$ and 7920 , respectively. This explains the quick change of dynamics found in [40] when moving parameters, and why it is so difficult trying to understand what happens near the onset just by numerical simulations.

Table II displays some data relative to the bifurcations from the periodic torsional solutions. The columns contain the Pr and Ek numbers selected to do the computations (those of Table I), the critical Ra for the onset of the axisymmetric solutions, $\mathrm{Ra}_{\mathrm{c}}^{\mathrm{m}=0}$, that for the transition to azimuthal dependence, $\mathrm{Ra}_{\mathrm{c}}^{\mathrm{m}=\mathrm{m}_{\mathrm{c}}}$, which can be to $m=1$ or $m=2$ as seen in Fig. 2 and it is indicated in the fifth column, the first frequency $f_{1}=1 / T, T$ being the period of the periodic orbit $\boldsymbol{u}_{0}(t)$, and the second frequency appearing at the transitions to three-dimensional solutions, $f_{2}$.

The critical eigenfunctions $\boldsymbol{u}_{m}(t)$ are solution of $(12)$ that satisfy $\boldsymbol{u}_{m}(T)=\exp ( \pm i \rho) \boldsymbol{u}_{m}(0)$ for some phase $\rho$. At a Neimark-Sacker bifurcation the linear stability analysis gives Floquet multipliers $\exp ( \pm i \rho)$, for some phase $\rho \in(0, \pi)$. From Floquet theory it is known that $\boldsymbol{u}_{m}(t)=\boldsymbol{u}_{m}^{p}(t) \exp \left(2 \pi i f_{2} t\right)$, with $\boldsymbol{u}_{m}^{p}(t)$ periodic of period $T$ (and frequency $\left.f_{1}\right)$, and $f_{2}$ being the second frequency we are interested in (see [49]). At $t=T$ we have $\boldsymbol{u}_{m}(T)=$ $\boldsymbol{u}_{m}^{p}(T) \exp \left(2 \pi i f_{2} T\right)=\boldsymbol{u}_{m}(0) \exp \left(2 \pi i f_{2} T\right)$. Therefore, $\rho$ and $2 \pi f_{2} T$ might differ in a multiple

| $\operatorname{Pr}$ | Ek | $\mathrm{Ra}_{\mathrm{c}}^{\mathrm{m}=0}$ |  |  |  |  |  |  | $\mathrm{Ra}_{\mathrm{c}}^{\mathrm{m}=\mathrm{m}_{\mathrm{c}}} m_{c} f_{1}=1 / T$ | $f_{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $1 . \mathrm{e}-3$ | $1 . \mathrm{e}-4$ | 7637 | 7658 | 2 | 1423. | 365.6 |  |  |  |  |
| $1 . \mathrm{e}-2$ | $1 . \mathrm{e}-3$ | 7366 | 7478 | 1 | 141.4 | 29.19 |  |  |  |  |
| $5 . \mathrm{e}-2$ | $5 . \mathrm{e}-3$ | 6722 | 6818 | 1 | 27.41 | 5.554 |  |  |  |  |
| 0.1 | $9.275 \mathrm{e}-3$ | 6474 | 6772 | 1 | 14.24 | 3.039 |  |  |  |  |
| 0.2 | $1.6705 \mathrm{e}-2$ | 6386 | 8037 | 1 | 7.263 | 1.994 |  |  |  |  |
| 0.3 | $2.3328 \mathrm{e}-2$ | 6452 | 9010 | 2 | 4.735 | 1.049 |  |  |  |  |
| 0.4 | $2.9498 \mathrm{e}-2$ | 6551 | 9263 | 2 | 3.433 | 0.5889 |  |  |  |  |
| 0.5 | $3.5304 \mathrm{e}-2$ | 6663 | 9424 | 2 | 2.630 | 0.3219 |  |  |  |  |
| 0.6 | $4.0796 \mathrm{e}-2$ | 6784 | 9536 | 2 | 2.097 | 0.1582 |  |  |  |  |
| 0.7 | $4.6000 \mathrm{e}-2$ | 6911 | 9250 | 1 | 1.717 | 0.6270 |  |  |  |  |
| 0.8 | $5.1026 \mathrm{e}-2$ | 7041 | 8388 | 2 | 1.370 | 0.5954 |  |  |  |  |
| 0.9 | $5.5873 \mathrm{e}-2$ | 7172 | 7358 | 2 | 1.190 | 0.3123 |  |  |  |  |

TABLE II. Parameters Pr, Ek and critical Ra at the first two bifurcations, and frequencies at the secondary bifurcation for $m=1$ or $m=2$.
of $2 \pi$, i.e., $2 \pi f_{2} T=\rho+2 \pi n$, for some integer $n$. From this expression $f_{2}=(\rho / 2 \pi+n) f_{1}$. In Table II $n$ has been taken as zero, and the only difference in $f_{2}$ could be an integer multiple of $f_{1}$. The two frequencies and their integer linear combinations should be approximately found in the frequency analysis of the simulations close, but above, the parameters shown, except probably in the subcritical cases, which cannot be predicted just by looking at the stability. It has been checked that this is so for simulations with $\operatorname{Pr}=0.01,0.1$ and 0.715 in the case of a shell of $\eta=0.001$ to confirm that everything matches.

Figure 2(c) shows all the frequencies along the transition curves of Fig. 2(b) scaled by $\mathrm{Ek}^{-1}$. Those of the periodic torsional solutions, $f_{1}=1 / T$, are presented in black curves, with full circles at the onset of the torsional solutions and with crosses at the transition to azimuthal dependence. The values on the latter are contained in column $f_{1}$ of Table II. The second frequency, $f_{2}$, appearing at this transition is shown with a black curve and empty square symbols (column $f_{2}$ of Table II). As explained before, its points correspond to points on the curves $m=1$ or $m=2$. The rest of symbols for $m=0$ to 3 correspond to the frequency $f_{2}$, and have not been joined by lines for clarity. In the case of $m=0, f_{2}=0$
for $\operatorname{Pr} \geq 0.2$ indicating that the transition is not a Neimark-Sacker bifurcation, but another Hopf from an axisymmetric steady state or a pitchfork bifurcation of periodic orbits (see comments below to the cases $\operatorname{Pr}=0.7,0.8$ and 0.9 , and to Fig. 3).
It is seen that all frequencies go essentially as $f \sim \mathrm{Ek}^{-1}$, the product $f_{1} \mathrm{Ek}$ decreases slightly and monotonically with $\operatorname{Pr}$, and its range of variation from the first to the second bifurcations is relatively small. This scaling was selected because the first instability is due to the Coriolis term. The variation with $\operatorname{Pr}$ of $f_{2} \mathrm{Ek}$ is more irregular. Two azimuthal wave numbers are involved. Moreover, it seems, by looking at Fig. 2(b), that the curves of transitions to $m=1$ and 2 might be the envelopes of several curves. This also happens in the case of the bifurcation from the conduction state to azimuthal waves in the case of a shell [6]. This contributes to the more complicated behavior of $f_{2}$.
When the curves for $m=0$ and 3 are reached, by increasing Ra, the torsional solutions are already unstable to perturbations to $m=1$ and 2. Four Floquet multipliers are unstable. The wave numbers $m=0,3,4$ are not preferred at the secondary transition and, in principle, solutions bifurcated form the torsional solutions with those azimuthal wave numbers would not be observed in simulations of the problem, because they would be unstable. They could be seen only if a time evolution approaches the unstable solutions. A trajectory might pass near several unstable objects (equilibria, periodic or quasiperiodic regimes) in a regular pattern. This has been observed before (see for instance Fig. 10 in [26]), and it is related to the existence of a heteroclinic chain, i.e., a closed sequence of trajectories joining the unstable objects. The computations presented in [40] reaching Ra $=14000$ do not show the presence of dominant azimuthal wave numbers other that $m=1$ or 2 .
The transition curves for $m=0$ and $m=3$ have gaps where the transition is above $\mathrm{Ra}=18000$, which is the limit of the computations, or because the continuation curves do not reach this limit and the periodic flow is stable to perturbations of the given $m$ in all its interval of existence. For instance this is what happens for $\operatorname{Pr}=0.7,0.8$, and 0.9 as can be seen in Fig. 2. In these cases the bifurcation to $m=0$ above Ra $=14000$ is a Hopf point from an unstable steady state, which is non-trivial and invariant under equatorial reflections (the curves of these equilibria are not shown here). Fig. 3 shows the decomposition of the kinetic energy into its symmetric and antisymmetric parts relative to the equatorial reflection for $\operatorname{Pr}=0.7$. It is one of the curves of fixed $\operatorname{Pr}$ in Fig. 2(a). The two endpoints at $\operatorname{Ra}=6912$ and $\mathrm{Ra}=17441$ correspond to Hopf bifurcations, the left one from the conduction state,

456 and the right one from an unstable branch of equilibria. It has not been computed, but the periodic orbit at $\mathrm{Ra}=17441$ has a very small amplitude, which is not visible in a movie ${ }_{458}$ of the solution, and can be used to visualize the nearby equilibrium. As can be seen in ${ }_{459}$ Fig. 3, the antisymmetric part goes to zero at this point. Fig. 4 shows, $\Theta$, $k$, and T for this ${ }_{460}$ steady solution. The flow can be seen as the superposition of two counter-rotating toroidal ${ }_{461}$ vortex, one in each hemisphere with the inflow at the equator, and an azimuthal velocity ${ }_{462}$ field, which depends on the radius and colatitude. It resembles two of the artificial velocity ${ }_{463}$ fields used by Dudley and James [50] to study the generation of magnetic fields by dynamo ${ }_{464}$ effect. The main difference is that the azimuthal component is more complex in our case.
465 It must be stressed that these steady solutions are unstable to azimuthal perturbations, as 466 the periodic orbits from which they bifurcate.


FIG. 4. Contour plots of (a)-(c) $\Theta$, (d)-(f) $k$, and (g)-(i) T. The velocity field projected on each section is superposed in all plots. It is different over the spherical surfaces because the sections are different. The dashed lines in each section indicate the position of the other two. In the case of the energy the spherical section is very close to the outer surface. The parameters are $\mathrm{Ra}=17440$, $\operatorname{Pr}=0.7$, and $\mathrm{Ek}=0.046$, very close to an unstable equilibrium.

Figure 5 (Multimedia view) shows several snapshots of the time evolution of a torsional ${ }_{468}$ solution at the beginning of the branch of $\operatorname{Pr}=0.7$ in Fig. 3 at $\mathrm{Ra}=6912$. Since the


FIG. 5. Idem Fig. 4 only for (a)-(c) $\Theta$ and (d)-(f) $k$, for the fractions of the period, $T=0.535909$, indicated. The parameters are $\mathrm{Ra}=6912, \operatorname{Pr}=0.7$, and $\mathrm{Ek}=0.046$. (Multimedia view).

```
469 torsional periodic solutions are symmetric cycles, i.e.,
470 v
v
v\varphi}(t+T/2,r,0,\varphi)=\mp@subsup{v}{\varphi}{}(t,r,\pi-0,\varphi)
\Theta(t+T/2,r,0,\varphi)=\Theta(t,r,\pi-0,\varphi),
```

5 only half of the period is represented, the other half can be obtained by applying the above symmetries. Close to the onset, the symmetric part of the solution is very small (see Fig. 3), 477 and it looks almost antisymmetric, as the eigenfunction at the bifurcation point. This is ${ }^{78}$ no longer the case when the symmetric part grows due to the quadratic terms of Navier${ }_{479}$ Stokes equations, as can be seen in Fig. 6 (Multimedia view) for $\mathrm{Ra}=9286$. This is the
480 point at which there is a Neimark-Sacker bifurcation leading to azimuthal dependence with
${ }_{481}$ longitudinal wave number $m=1$. In both cases the perturbation of the temperature fills the


FIG. 6. Contour plots of (a)-(c) $\Theta$ and (d)-(f) $k$, and velocity field projected on each section, for the fractions of the period, $T=0.582003$, indicated. The parameters are $\mathrm{Ra}=9286, \operatorname{Pr}=0.7$, and $\mathrm{Ek}=0.046$. (Multimedia view).

482

488 the antisymmetric part and the total $k$ are almost the same. For Ra $=9286$ both components 489 are of the same order.

Figures 8 (Multimedia view) and 9 (Multimedia view) show, as representative of what is ${ }_{491}$ observed for the rest of large values of Pr , the contour plots and velocity fields corresponding 492 to the critical eigenfunctions at the bifurcations to azimuthal wave number $m=1$ at $\mathrm{Ra}=$ ${ }_{493}$ 9286, and to $m=2$ at $\mathrm{Ra}=9566$ along the branch of $\operatorname{Pr}=0.7$ (see Fig. 2(b)). The


FIG. 7. Time evolution of $K(t)$, and its decomposition into the symmetric and antisymmetric parts
for $\operatorname{Pr}=0.7, \mathrm{Ek}=0.046$. (a) $\mathrm{Ra}=6912$ and (b) $\mathrm{Ra}=9286$.
snapshots correspond to the fractions of the period of the base periodic orbit indicated. The transitions give rise to the appearance of a new frequency and hence to quasiperiodic regimes, which include an azimuthal drift and a latitudinal modulation of the torsional flows. At the bifurcation to azimuthal wave number $m=1$ the frequencies mentioned previously are $\left(f_{1}, f_{2}\right)=(1.717,0.6270)$, and at that to $m=2$ they are $\left(f_{1}, f_{2}\right)=(0.1726,0.01536)$.

The animation, close to the bifurcation to azimuthal wave number $m=2$ for $\operatorname{Pr}=10^{-3}$, showing the superposition $\boldsymbol{u}_{0}(t)+\varepsilon \boldsymbol{u}_{m}(t)$, with a suitable amplitude of the perturbation, $\varepsilon$, resembles the quasiperiodic solutions obtained in [40]. The position of the first bifurcation to the torsional solutions is almost the same, and was found to be supercritical in [39]. The second transition to azimuthal dependence is subcritical, since the modulated solutions were found for values below the Ra of the onset of the axisymmetric solutions [40]. Obtaining this information just by simulations is very difficult since, as said before, the transitions to different longitudinal wave numbers are very close together, and very long transients have to be computed to separate the different states.

There is a significant difference between the cases $\operatorname{Pr}=0.7$ and $\operatorname{Pr}=10^{-3}$. While in both cases the Neimark-Sacker bifurcation introduces an azimuthal drift with wave number $m=2$, the latitudinal oscillation of the temperature perturbation of the eigenfunction $\boldsymbol{u}_{m}(t)$ is much larger for $\operatorname{Pr}=0.7$. This makes the superposition for $\operatorname{Pr}=10^{-3}$ to look very close to a linear combination of the torsional solution and a longitudinal wave. For $\operatorname{Pr}=0.7$ the drift is masked by the latitudinal oscillations, giving rise to a direction reversing wave in the


## VI. CONCLUSIONS AND CLOSING REMARKS

The stability of the axisymmetric periodic solutions of thermal convection in rotating fluid 17 spheres has been studied, in the range of parameters for which they are the preferred pattern 518 at the onset. The Neimark-Sacker bifurcations give rise to quasiperiodic flows of azimuthal


FIG. 9. Contour plots of (a)-(c) $\Theta$ and (d)-(f) $k$, and velocity field, for the eigenfunction of $m=2$ at $\mathrm{Ra}=9566$, at the fractions of the period of the periodic orbit, $T=0.579350$, indicated. See the description of what is shown in the movies in the caption of Fig. 8 (Multimedia view).
${ }_{519}$ wave numbers $m=1$ or $m=2$. They introduce a longitudinal drift, and a latitudinal 521 only at much larger Ra except for very low Pr and Ek numbers. In this case the bifurcations 522 accumulate close to the onset of convection, and consequently a complex spatio-temporal ${ }_{523}$ dynamics should be expected at low Ra.
${ }_{524}$ The results agree with previous studies obtained by direct numerical simulations, and confirm that the quasiperiodic orbits of azimuthal wave number $m=2$ found in [40] come from the Neimark-Sacker bifurcation of the torsional solutions. On the other hand, the astrophysical problems for which this research could be relevant, concern the latitudinal migrations of large-scale spots in the surface of celestial bodies as, for instance, in the Sun. The symmetry breaking transitions from axisymmetric periodic orbits to quasiperiodic flows
for $\operatorname{Pr}<0.93$ supply mechanisms for the transport of large-scale spots of energy in latitude and longitude, and for the interchange of energy between the center and the surface of the sphere.

Dynamical systems tools, based on Newton-Krylov methods to find the periodic solutions, and Arnoldi or subspace methods to find the leading Floquet multipliers, have been used. They allow a more efficient study than using only numerical simulations, especially for periodic flows and close to the bifurcations where the transients are very long. However, the two ways complement each other. Although it is possible to track curves of generic quasiperiodic flows [30,51], it is quite expensive for three-dimensional problems, and not much justified when the interval of the parameter in which this is useful is very small because there are nearby transitions to chaotic regimes. More efficient particular techniques can be used when the quasiperiodic regimes are modulated waves. Their computation can be reduced to that of periodic orbits in a frame of reference in which the original waves become steady flows. The prediction of the transitions from waves to modulated waves was developed in [52], and the reduction to cycles was applied, for instance, in [53] for the plane Poiseuille flow, and in [29] in the thermal convection in rotating spherical shells. For the present problem the quasiperiodic regimes are not bifurcated from rotating waves, and the perturbations are not just longitudinal waves, they include also latitudinal modulations. Then that techniques cannot be applied. The solutions will be always seen as quasiperiodic in any rotating frame of reference. This has been checked to be the case for spherical shells with a small inner radius in some regimes with low Pr.

There are many other fluid mechanics or reaction-diffusion problems for which the tools used here can be applied. In particular, when a periodic spatial direction is present, the separation of the stability problem of the periodic solutions, invariant along this direction, into the different wave numbers is an important simplification.
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